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Mental Health
Ø Highly intricate, multi-factorial processes.
Ø Prevalence, Under-treatment, Stigma
50% individuals encounter a mental health disorder at some point in
their lives. 25% individuals with mental health are lack access to
adequate care [1].

Motivation & Background

Key Limitations of Existing Systems
o Reliance only on subjective text—leading to low accuracy and engagement.
o Lack of context and perception of the real state.
o Limited personalization, poor interpretability.
o Cloud dependency raises privacy risks.

AI-ChatbotPersonal Psychological 
Assistant Aspect

Often responds generically; 
limited memory

Tailors care based on history, 
personality, and contextPersonalization

Primarily reactive; lacks 
causal understanding or 
reasoning

Uses clinical knowledge, causal 
reasoning, and intuitionReasoning

Usually follows pre-set 
flows; struggles with 
unexpected input

Can adjust strategy based on how 
a session unfolds or emotional 
cues

Adaptability

No accountability; 
perceived as a tool, not a 
partner

Operates under professional 
ethics; trusted relationship

Accountability & 
Trust

Relies mostly on text input; 
lacks full context of the 
user’s state

Observes tone, body language, 
behavioral patterns

Multimodal 
Awareness

! Can we turn every mobile phone into a personal psychological
assistant that create accessible, stigma-free, scalable mental
health care solution that can understand you, remember you and
take the initiative to help you?

ProMind-LLM - Autonomous LLM agents enhanced
with wearable sensor data and causal reasoning - just
like a trained counselor right from your pocket

System Architecture

Key Techniques:
! Domain Pretraining + SFT (Counterfactual Augmentation)
" Causal Chain-of-Thought (CoT) Reasoning
# Self-refine Mechanism
$MLC-LLM Mobile Deployment (4GB)

MindGuard: 1. Domain-specific Training

2. Behavior Data Preprocessing

Self-RefineBehavior
Data

RAG

Constructed Format
Participant Overview:
• Personality: Aggressive, ...
Calories Burned:
• Average: 3764 kcal
• Diff to pre-weeks: +324 kcal
• ......
Exercise Record:
• Mon. Running, 30 mins
• ......

3. Causal CoT Inference

MindGuard

• Mental Status Summary: The user
encountered moderate stress ...

• Behavior Insights: Normal sleep quality,
long working hours, and reduced social
interactions...

• Causal Analysis: Less social interactions 
adds to the credibility of reporting stress...

What if the working hours 
were normal?

High
Risk

What if the sleep
quality were poor?Low

Risk

High
Risk

Consolidate

Final Inference

Factual
Counterfactual
Combination

Base Model MindGuard-Base MindGuard

Continuous
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~100K Mental 
Health Care Articles

Raw Mental Health 
Task Datasets

Uniformed Text
Factual Samples

Counterfactual Samples

Low
Risk

Morning sir! Over the past two weeks,
your sleep’s been interrupted more.
Did you feel more stress or anxiety
than usual?

Yeah. Work’s been really stressful, and
I’ve had a lot on my mind, especially
with some family stuff.

Got it. Let’s keep an eye on it, and
maybe try some mindfulness exercises
to help you unwind.

...

Perception

MH Agent

Action
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Storage

(Dialogue History)
Memory

Decision Making

RetrieveRecallSummary

Hi there! Just saw you finished running. 
How was your workout today?

It was pretty good. I feel energized.

That’s great to hear! Exercise can really 
boost your mood.

Yes, I feel a bit more relaxed than usual.

...
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History - Current
Mental Record

Personalized
Update

Tone
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Keep it up! You can always make it.

1) Mental Issue Estimation
2) Daily Health Monitoring
3) Prompt Interventions

Evaluation
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point in their lives. 25% of individuals with mental health disorder 
lack access to adequate care [1].

Contact:  Sijie Ji (California Institute of Technology); sijieji@caltech.edu

Sijie Ji∗†‡, Xinzhe Zheng∗§, Wei Gao†, Mani Srivastava‡

Motivation & Background

Key Limitations of Existing Systems
o Reliance only on subjective text—leading to low accuracy and engagement.
o Lack of context and perception of the real state.
o Limited personalization, poor interpretability.
o Cloud dependency raises privacy risks.
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Empathy
Deep emotional understanding; 
trained to respond to nuanced 
human emotion

Often limited to scripted or 
pattern-based responses; 
lacks true emotional depth
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Often responds generically; 
limited memory or 
adaptability
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System Architecture

Can we turn every mobile phone into a personal psychological 
assistant that create accessible, stigma-free, scalable mental 
health care solution that can understand you, remember you and 
proactively support you? Key Techniques:

Domain Pretraining using a curated corpus of 100K+ professional mental 
health articles for enhanced understanding of psychological contexts.

Causal Chain-of-Thought (CoT) Reasoning over behavioral and mental 
data—using both factual and counterfactual scenarios—to increase 
interpretability and robustness.

Self-refine Mechanism to compress and optimize numerical behavior 
sequences for effective LLM ingestion.

MLC-LLM Mobile Deployment (4GB) using q4f16 enabling private, real-time 
inference directly on edge devices

Mindguard - Autonomous LLM agents enhanced with 
wearable sensor data and causal reasoning - functioning 
like a trained counselor right from your pocket

Evaluation
Dataset:

 Globem 4 years ~500 

 PMData >5 months 16

 IRB-Pilot 2 weeks 20

Gender Citizenship

Race Disability

Conclusion:
 130%↑ over base LLMs 
 Mobile-ready (4GB)
 Human-aligned, explainable

Reference

Ablation Study:
❖ Self-refine Mechanism and causal CoT: 

❖ Sensor data as complementary input: ❖ Counterfactual augmentations : 

Overall Performance:

Implementation

Contribution

Key Impact:
 Support personalized, interpretable, cause-driven psychological 

intervention 
 More resource-efficient than commercial LLMS 
 Transition from cloud inference to edge intelligence 
 A future for mental health care - Anyone. Anytime. Anywhere.
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Contributions
Key Impact
✅ 130%↑ over base LLMs
✅ Mobile-ready (4GB)
✅ Human-aligned, explainable
🌍 Anyone. Anytime. Anywhere
✅ Support personalized, interpretable, cause-driven psychological 
intervention 
✅ More resource-efficient than commercial LLMS 
✅ Transition from cloud inference to edge intelligence 
🌍 A future for mental health services open to all
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